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I\/Iemory retrieval
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Memory retrieval ¢ with cues
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Memory retrieval ¢ without cues




Free recall VS Recognition
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Graphemically Cued Retrieval of Words
from Long-Term Memory

D. J. Murray, Queen’s University, Kingston, Ontario, Canada

Subjects were asked to produce in 2 min as many words as they could in
which the 1st, 2nd, 3rd, 4th, or 5th letter was A or Bor ... or z. It was
found that the number of words produced was a power function of the
number of words we estimated they would know in which the Ist, 2nd,
3rd, 4th, or S5th letter was A or B or . .. or z (the vocabulary size). Also,
with easy retrieval cues, high-frequency words were produced first, which
was not the case for difficult retrieval cues. The relationship between
word frequency and vocabulary size was also examined.



TABLE 1
RESULTS OF THE ANALYSIS OF THORNDIKE-LORGE L1sTS

Cue distance
Letter 1 2 3 4 L
(a) (b) (a) (b) (a) (h) (a) (h) (a) {b)
1,797 58.13 4,222 19.21 | 2,466 18.31 1,897 9.45 1,967 6.76
1 603 2537 214 16.73 677 6.12 540 7.31 435 3.29

2,761 12.14 429 12.04 | 1,399 13.04 | 1,231 12.24 848 9.54
1,651 13.33 225 11.00 | 937 5092 | 1,148 15.15 718 18.97
1,207 13.69 | 4,291 22.10 | 2,065 62.96 | 3,341 20.78 | 3,606 14.54
1, 270 27.32 121 350.03 509 15.61 535 8.05 347 5.42
'940 14.61 96 23.32 765 12.49 787 0.46 501 15.18
1,105 45.60 | 1,190 114.31 285 10.59 732 28.85 865 15.31
1 221 56.64 | 2,724 22,13 | 1,674 20.04 | 2,247 11,57 | 2,451 9.10
316 12.59 10 0,90 15 10.44 50 5.80 10 1.00
207 17.28 64 6.53 139 28.55 578 14.08 374 10.75
0974 17.:85] 1,304 14.02 | 1,920 13.44 | 1,676 16.81 1,702 12.41
1,601 19.40 492 11.35( 1,180 18.98 849 16.88 684 6.24
577 32.51 | 2,074 45.53 | 2,423 13.44 | 1,604 19.88 | 1,601 11.43
676 98.43 | 4,142 30.18 | 1,721 23.36 | 1,573 12,76 | 1,786 10.40

NmMAdAZ2<saiVazoOm0oZgEra-"Haoa=zmon0mpy

2,251 11.57 527 14.75 | 1,082 9.21 '983 10.08 566 6.71

124 12.50 67 8.18 79 6.16 69 5.39 25 2.80

1,401 11.49 | 2,421 17.34 | 3,013 19.47 | 1,952 16.76 | 2,121 13.67

3,188 16.56 282 76.24 | 1,913 25.00 | 1,500 17.19 1,360 7.23

1,416 | 107.82 652 41.08 | 1,845 30.30 | 2,511 20.44 1,904 12.64

872 9.99 | 2,116 1548 | 1,086 20.73 | 1,038 13.35 897 8.65

512 8.96 215 23.47 514 24.56 399 11.58 194 9.49

x 875 65.53 187 23.34 318 32.66 258 20.66 219 6.74
7 0.86 284 11.60 124 13.67 71 2,06 35 33.49

99 6Y.87 326 25.83 286 30.73 200 42.44 549 12.39

45 2.58 16 1.69 93 5.00 96 4.93 53 5.23

Blank 0 — 9 | 3,164.67 110 | 1,802.72 722 | 533.14 | 2,880 | 196.50

Note., The words are from Parts 1 and 2.4, of the lists of Thorndike and Lorge {1944), Column (a) is the number of words in
which the 1st, 2nd, 3rd, 4th, or Sth lettersare A or s or . . ., orz. Column (b) {s the mean frequency of words in which the 1st,
2nd, 3rd, 4th, or 5th lettersare A or B or , . . or z. In the latter analysis a value of 0 was given to all words in Part 2.4,
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Retrieval from longterm memory¢ power law
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Research Questions

A What prevents information stored in loag
term memory to be efficiently retrieved?

A Is there a parsimonious explanation for the
power-law scaling of recall capacity?



Neural network models of londerm memory
(Hopfield, 1982)

Memories are represented agtractors(stable states) of network dynamics.
¥,  Attractor = internal representation (memory) of a stimulus
¥, Each attractor: a subset of neurons that has elevated persistent activity.

¥, Synaptic changes => Changes in attractor landscape = changes in memory
%  Convergence to an attractor = recall of item from memory



