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Memory retrieval 



Memory retrieval ς with cues 



Memory retrieval ς without cues 



Free recall VS Recognition 

Free recall 

Recognition 

Fig: Standing (1973), Q J Exp Psy. Free Recall: Binet & Henri (1894), Murdock (1960) J Exp Psy 







Retrieval from long-term memory ς power law 
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Research Questions 

ÅWhat prevents information stored in long-
term memory to be efficiently retrieved? 

ÅIs there a parsimonious explanation for the 
power-law scaling of recall capacity? 



 Neural network models of long-term memory 

(Hopfield, 1982) 
 

 Memories are represented as attractors (stable states) of network dynamics.  

�¾ Attractor = internal representation (memory) of a stimulus  

�¾ Each attractor: a subset of neurons that has elevated persistent activity.  

�¾ Synaptic changes => Changes in attractor landscape =  changes in memory  

�¾ Convergence to an attractor = recall of item from memory 

 

 


